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Es ist eine auffallige Verschiebung, die sich in den vergangenen Jahren vollzogen hat:
Kunstliche Intelligenz ist nicht mehr primar ein Forschungsfeld, nicht mehr nur ein
industrielles Innovationsversprechen, sondern ein politisches Pflichtprojekt. Kaum ein
Regierungspapier, kaum eine wirtschaftspolitische Rede kommt ohne den Verweis auf KI
aus. Sie gilt als Schlisseltechnologie, als Wachstumsmotor, als Sicherheitsfaktor und
zunehmend als Mafstab geopolitischer Relevanz. Diese Erzahlung ist bemerkenswert, weil
sie weniger aus einer klar formulierten gesellschaftlichen Zielsetzung gespeist wird als aus
einem Gefiihl: der Angst, zuriickzufallen. Von Giinther Burbach.

Dieser Beitrag ist auch als Audio-Podcast verfiigbar.

https://www.nachdenkseiten.de/upload/podcast/260203-Geopolitischer-KI-Wettlauf-NDS.mp
3

Podcast: Play in new window | Download

Wer heute nicht massiv in KI investiert, so lautet das implizite Narrativ, riskiert morgen den
Verlust von Wohlstand, Sicherheit und Einfluss.

Der weltweite KI-Schub begann nicht mit einer breiten offentlichen Debatte uber Sinn,
Nutzen oder Risiken. Er begann mit Vergleichen, Ranglisten und Warnungen. Politiker,
Wirtschaftsvertreter und Strategen beschworen Szenarien, in denen andere Staaten, meist
namentlich die USA oder China, enteilen konnten. In diesem Klima entstand eine Dynamik,
die weniger von inhaltlicher Uberzeugung als von praventivem Aktionismus gepragt ist. KI
wurde zum Symbol politischer Handlungsfahigkeit in einer Zeit, in der klassische
Steuerungsinstrumente an Wirkung verloren haben. Wer KI fordert, zeigt Aktivitat. Wer
zogert, riskiert den Vorwurf der Ruckstandigkeit.

Diese Logik erinnert an historische Phasen, in denen technologische oder militarische
Entwicklungen aus ahnlichen Motiven vorangetrieben wurden. Der Vergleich mit dem
Goldrausch des 19. Jahrhunderts drangt sich nicht zufallig auf. Auch damals ging es
weniger um eine nachhaltige Verbesserung der Lebensverhaltnisse als um schnellen Zugriff
auf eine als knapp wahrgenommene Ressource. Wer zu spat kam, ging leer aus - so
zumindest die Erzahlung. Tatsachlich profitierten wenige, wahrend viele scheiterten oder
ausgebeutet wurden. Der entscheidende Unterschied liegt heute darin, dass die Ressource
immateriell ist: Daten, Rechenleistung, Algorithmen, Know-how. Doch der Zugriff folgt
ahnlichen Machtlogiken.
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KI als strategische Ressource

KI ist zur neuen strategischen Ressource geworden. Staaten konkurrieren nicht mehr nur
um Rohstoffe oder Produktionsstandorte, sondern um Trainingsdaten, Hochleistungschips,
spezialisierte Fachkrafte und den Bau riesiger Rechenzentren. Diese Infrastruktur ist teuer,
energieintensiv und langfristig wirksam. Wer sie aufbaut, legt Pfade fest, die sich uber
Jahrzehnte kaum korrigieren lassen. Dennoch werden entsprechende Entscheidungen
haufig im Eiltempo getroffen. Forderprogramme in Milliardenhohe werden aufgelegt,
Genehmigungsverfahren beschleunigt, regulatorische Hurden abgesenkt. Parlamente und
Offentlichkeit stehen oft vor vollendeten Tatsachen.

Besonders deutlich zeigt sich diese Dynamik im internationalen Vergleich. In den USA wird
KI offen als strategisches Instrument im globalen Wettbewerb definiert. Sie ist Teil
sicherheitspolitischer Doktrinen, eng verkniipft mit militarischer Forschung und
wirtschaftlicher Dominanz. In China fugt sich KI nahtlos in langfristige staatliche Planungen
ein, die technologische Entwicklung, gesellschaftliche Steuerung und politische Kontrolle
miteinander verbinden. Europa wiederum spricht von ,digitaler Souveranitat”, bleibt aber
in zentralen Bereichen abhangig von aulSereuropaischen Konzernen und Technologien. Drei
Machtblocke, drei Narrative und doch ein gemeinsamer Nenner: die Furcht, abgehangt zu
werden.

Das Denken ist strukturell militarisch

Diese Furcht erzeugt einen Wettlauf ohne klare Zieldefinition. KI wird ausgebaut, weil
andere sie ausbauen. Investitionen rechtfertigen sich durch Investitionen. Das Denken ist
strukturell militarisch: Aufrustung erzeugt Aufriustung. Wer innehalt, verliert. Wer
nachdenkt, riskiert Ruckstand. In einer solchen Logik werden Grundsatzfragen schnell als
Luxusproblem abgetan. Wozu soll KI konkret dienen? Welche gesellschaftlichen Probleme
soll sie 10sen? Wo sind ihre Grenzen? Solche Fragen gelten als nachrangig, mitunter sogar
als hinderlich.

Auffallig ist dabei die Sprache, mit der dieser Prozess begleitet wird. Politiker sprechen vom
»Aufholen”, vom ,Anschluss sichern”, vom ,Fihrendwerden”. Das Vokabular stammt aus
dem Sport oder aus geopolitischen Rivalitatsnarrativen, nicht aus der Sozial- oder
Bildungspolitik. Diese Rhetorik ist nicht neutral. Sie erzeugt Zeitdruck und legitimiert
Entscheidungen, die unter normalen Umstanden einer intensiven offentlichen Debatte
bedurften. Wer im Rennen liegt, halt nicht an, um uber Streckenfuhrung oder Ziel zu
diskutieren.
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Offentliche Verantwortung versus private Macht

Hinzu kommt ein strukturelles Ungleichgewicht zwischen offentlicher Verantwortung und
privater Macht. Wahrend Staaten die finanziellen Risiken tragen und offentliche Mittel
mobilisieren, liegen die entscheidenden technologischen Hebel meist in den Handen
weniger Konzerne. Die grofSten KI-Modelle, die zentralen Plattformen, die proprietaren
Algorithmen gehoren privaten Akteuren. Offentliche Gelder flieRen in private Infrastruktur,
ohne dass Transparenz, demokratische Kontrolle oder Mitsprache in gleichem Malse
gewahrleistet waren. Der Staat agiert als Forderer, nicht als Gestalter.

Diese Konstellation verscharft ein bekanntes Problem moderner Technologiepolitik.
Entscheidungen werden vorverlagert, nicht in Parlamente oder offentliche Debatten,
sondern in technische Architektur, in Code, in Trainingsdaten. Was dort einmal festgelegt
ist, entzieht sich spaterer politischer Korrektur weitgehend. Algorithmen werden
implementiert, Systeme skaliert, Infrastrukturen amortisiert. Der politische Raum
schrumpft, wahrend der technische expandiert. KI wird so zum Machtfaktor, unabhangig
von ihrem konkreten Nutzen.

Dabei ist langst absehbar, dass KI tiefgreifende gesellschaftliche Folgen haben wird.
Arbeitsmarkte verandern sich, Entscheidungsprozesse werden automatisiert, menschliche
Urteilskraft wird erganzt oder ersetzt. Dennoch dominiert in der politischen Debatte fast
ausschlieBlich die Perspektive nationaler Wettbewerbsfahigkeit. Soziale, ethische und
demokratische Fragen erscheinen als sekundar. Wer sie in den Vordergrund riuckt, gerat
schnell in den Verdacht, innovationsfeindlich zu sein. Diese Zuschreibung wirkt
disziplinierend. Sie begrenzt den Diskurs, noch bevor er richtig begonnen hat.

Internationale Abhangigkeiten und wachsender Technologie-Nationalismus

Ein weiterer Aspekt des KI-Rausches ist die internationale Dimension technologischer
Abhangigkeiten. KI wird zunehmend als strategische Infrastruktur behandelt, vergleichbar
mit Energieversorgung oder Rustungstechnologie. Exportkontrollen fur Hochleistungschips,
Subventionen fur Halbleiterfabriken, nationale Cloud-Initiativen sind Ausdruck eines
wachsenden Technologie-Nationalismus. Gleichzeitig bleiben Datenstrome global,
Plattformen transnational, Lieferketten komplex. Der Versuch, KI national zu kontrollieren,
kollidiert mit der Realitat globaler Markte und Konzerne.

In diesem Spannungsfeld entsteht ein paradoxes Bild: Staaten investieren massiv in KI,
ohne sie tatsachlich zu beherrschen. Sie beschleunigen Entwicklungen, deren langfristige
Konsequenzen sie kaum abschatzen konnen. Der politische Wille konzentriert sich auf das
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,Ob“, nicht auf das ,Wie" oder ,Wozu". KI wird damit zum Selbstzweck. Sie dient als
Ersatzsymbol fur politische Gestaltungskraft in einer Zeit, in der viele klassische
Versprechen, von sozialem Aufstieg bis zu okologischer Stabilitat, bruchig geworden sind.

Bemerkenswert ist auch, wie selten in diesem Kontext uber Verzicht gesprochen wird. Kaum
ein politisches Programm thematisiert bewusst die Moglichkeit, bestimmte KI-Anwendungen
nicht zu entwickeln oder nicht einzusetzen. Alles, was technisch machbar erscheint, gilt
implizit als legitim. Diese Haltung markiert einen tiefgreifenden kulturellen Wandel.
Technik wird nicht mehr als gestaltbares Mittel betrachtet, sondern als quasi
naturgesetzliche Entwicklung, der man sich anzupassen habe. Der Mensch folgt der
Maschine, nicht umgekehrt.

Der geopolitische KI-Rausch ist daher weniger ein Ausdruck technologischer Notwendigkeit
als ein Symptom politischer Orientierungslosigkeit. Statt klare normative Leitplanken zu
definieren, fluchten sich Regierungen in Beschleunigung. Fortschritt wird relativ
verstanden, nicht daran gemessen, ob er das Leben konkret verbessert, sondern daran, ob
er schneller ist als der des Nachbarn. Diese Logik verdrangt absolute MalSstabe wie
Lebensqualitat, Freiheit oder soziale Gerechtigkeit.

Wettlauf ohne demokratische Zieldefinition

Gerade darin liegt die eigentliche Gefahr. Ein technologischer Wettlauf ohne demokratische
Zieldefinition erzeugt Fakten, die sich spater kaum noch revidieren lassen. Wer heute
milliardenschwere Kl-Infrastrukturen aufbaut, bindet Ressourcen, schafft Abhangigkeiten
und erzeugt Nutzungsdruck. Rechenzentren wollen ausgelastet werden, Datenpools
genutzt, Systeme skaliert. Was einmal moglich ist, wird fruher oder spater eingesetzt, nicht
aus gesellschaftlicher Einsicht, sondern aus okonomischer Logik.

So entsteht ein selbstverstarkender Kreislauf: Investitionen erzeugen Nutzungszwang,
Nutzung erzeugt Abhangigkeit, Abhangigkeit rechtfertigt weitere Investitionen. In diesem
Kreislauf bleibt wenig Raum fur demokratische Kontrolle. Politische Debatten hinken
hinterher, weil sie erst einsetzen, wenn technische Tatsachen langst geschaffen sind. KI
wird zur Black Box politischer Entscheidungen.

Der geopolitische KI-Rausch ist damit kein neutraler Fortschrittsprozess, sondern ein
Machtprojekt. Er verschiebt Entscheidungsgewalt weg von demokratisch legitimierten
Institutionen hin zu technisch-okonomischen Akteuren. Die zentrale Frage, warum wir
bestimmte Technologien entwickeln und wem sie dienen sollen, bleibt meist unbeantwortet.
Solange das so ist, gleicht jede weitere Milliardeninvestition weniger einem
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Zukunftsprogramm als einem Blindflug.

Damit ist der Wendepunkt erreicht - nicht, weil KI allmachtig ware, sondern weil sie
politisch zur Notwendigkeit erklart wurde. Nicht aus Einsicht, sondern aus Angst. Und
Angst war historisch selten ein guter Ratgeber fur nachhaltigen, gesellschaftlich
eingebetteten Fortschritt.

Der Verlust politischer Gestaltung

Der geopolitische KI-Rausch bleibt nicht folgenlos. Er wirkt tief in gesellschaftliche
Strukturen hinein, verandert Entscheidungsprozesse, Machtverhaltnisse und letztlich das
Verhaltnis zwischen Burgern und Staat. Wahrend politische Debatten sich auf
Wettbewerbsfahigkeit, Innovationsfithrerschaft und technologische Souveranitat
konzentrieren, verschiebt sich im Hintergrund schleichend die Frage, wer eigentlich noch
gestaltet und wer nur noch reagiert. KI wird nicht mehr als Werkzeug betrachtet, das
gesellschaftlichen Zielen dient, sondern als System, an das sich Gesellschaften anpassen
mussen. Diese Umkehrung markiert eine Zasur.

Zunachst trifft der massive KI-Ausbau auf einen Bereich, der politisch besonders sensibel
ist: den Arbeitsmarkt. Kaum eine Technologie wurde in den vergangenen Jahrzehnten so
widerspruchlich diskutiert. Einerseits werden Produktivitatsgewinne, Effizienzsteigerungen
und Entlastung von Routinetatigkeiten versprochen. Andererseits mehren sich Hinweise
darauf, dass KI nicht nur einfache Tatigkeiten ersetzt, sondern zunehmend auch
qualifizierte, wissensbasierte Arbeit. Entscheidungen, die fruher menschlicher Abwagung
unterlagen, werden algorithmisch vorstrukturiert oder vollstandig automatisiert. Die
politische Antwort darauf bleibt auffallig vage. Statt uber neue Formen sozialer
Absicherung, Arbeitszeitverkurzung oder Umverteilung zu sprechen, dominiert die
Hoffnung, der Markt werde es richten.

Diese Hoffnung ist riskant, weil sie an einer zentralen Realitat vorbeigeht: KI verandert
nicht nur, was gearbeitet wird, sondern wie gesellschaftliche Wertschopfung verteilt ist.
Wer die Systeme kontrolliert, kontrolliert die Ertrage. Daten, Modelle und Plattformen
konzentrieren sich bei wenigen Akteuren. Der Staat, der den Ausbau fordert, gerat in eine
paradoxe Rolle. Er finanziert Strukturen, die seine eigene Gestaltungsmacht untergraben
konnen. Offentliche Mittel flieRen in private Infrastrukturen, wahrend die demokratische
Kontrolle begrenzt bleibt. Die Gesellschaft tragt die Anpassungskosten, ohne proportional
an den Gewinnen beteiligt zu sein.

Noch gravierender sind die Auswirkungen auf staatliche Entscheidungsprozesse selbst.
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Verwaltungen setzen zunehmend auf KI-gestutzte Systeme, um Antrage zu bearbeiten,
Risiken zu bewerten oder Ressourcen zuzuweisen. Was als Effizienzsteigerung beginnt,
verandert schrittweise die Logik staatlichen Handelns. Entscheidungen werden
standardisiert, Kriterien formalisiert, Abweichungen als Storfaktoren behandelt. Der
Ermessensspielraum schrumpft, nicht unbedingt aus bosem Willen, sondern aus
systemischer Logik. Algorithmen arbeiten mit Wahrscheinlichkeiten, nicht mit Einzelfallen.
Doch Demokratie lebt vom Umgang mit dem Besonderen.

Gefahrliche Verschiebung: Verantwortung tragen , die Systeme”

Hier entsteht eine neue Form politischer Entlastung. Verantwortung wird an Systeme
delegiert, deren Funktionsweise selbst fir Experten oft nur eingeschrankt nachvollziehbar
ist. Wenn Entscheidungen als Ergebnis ,objektiver” Berechnungen erscheinen, geraten
politische Bewertungen in den Hintergrund. Fehler lassen sich externalisieren: Nicht die
Politik hat entschieden, sondern das System. Diese Verschiebung ist gefahrlich, weil sie die
Rechenschaftspflicht aushohlt. Demokratie basiert auf der Moglichkeit, Entscheidungen zu
hinterfragen, Verantwortliche zur Rede zu stellen und Alternativen einzufordern. Black-Box-
Systeme entziehen sich dieser Logik.

Besonders problematisch ist dabei, dass viele dieser Systeme auf Daten basieren, die
gesellschaftliche Ungleichheiten reproduzieren. KI lernt aus der Vergangenheit. Wenn diese
Vergangenheit von Diskriminierung, sozialer Selektion oder struktureller Benachteiligung
gepragt ist, schreiben Algorithmen diese Muster fort. Der technologische Fortschritt tarnt
alte Probleme in neuem Gewand. Doch statt diese Risiken offen zu diskutieren, werden sie
oft als technische Details behandelt, die sich im laufenden Betrieb optimieren lielSen. Die
politische Dimension bleibt unterbelichtet.

Parallel dazu verandert sich die offentliche Debattenkultur. KI-gestiitzte Systeme
beeinflussen, welche Informationen sichtbar werden, welche Inhalte Reichweite erhalten
und welche Stimmen gehort werden. Plattformlogiken priorisieren Aufmerksamkeit, nicht
Wahrheit oder Relevanz. Was emotionalisiert, polarisiert oder bestatigt, setzt sich durch.
Diese Dynamik ist kein Nebeneffekt, sondern Teil des okonomischen Modells. Der politische
Diskurs wird dadurch fragmentierter, anfalliger fur Manipulation und schwerer steuerbar.
Demokratie jedoch ist auf einen gemeinsamen offentlichen Raum angewiesen, in dem
Argumente abgewogen werden konnen.

Desinformation und Einflussnahme

Der Staat steht diesem Prozess oft ambivalent gegenuber. Einerseits warnt er vor
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Desinformation und Einflussnahme, andererseits nutzt er selbst datengetriebene
Instrumente zur Meinungsanalyse, Sicherheitshewertung oder Verhaltenssteuerung. Die
Grenze zwischen Schutz und Kontrolle wird unscharf. KI wird damit Teil eines
umfassenderen Trends zur Technokratisierung politischer Prozesse. Entscheidungen
erscheinen zunehmend als technische Notwendigkeiten, nicht als politische Abwagungen.
Das reduziert Komplexitat, aber auch demokratische Teilhabe.

In diesem Kontext gewinnt der Begriff der ,digitalen Souveranitat” eine zentrale, zugleich
widerspruchliche Bedeutung. Er suggeriert Kontrolle und Selbstbestimmung, verdeckt
jedoch oft reale Abhangigkeiten. Nationale KI-Strategien versprechen Autonomie, wahrend
zentrale Komponenten, von Cloud-Infrastrukturen uber Trainingsdaten bis hin zu
Basismodellen, von global agierenden Konzernen bereitgestellt werden. Der
Handlungsspielraum des Staates beschrankt sich auf Regulierung im Nachhinein.
Gestaltung im eigentlichen Sinne findet kaum statt.

Hinzu kommt ein langfristiger Effekt, der selten thematisiert wird: der Verlust politischer
Vorstellungskraft. Wenn Technik als alternativlos gilt, schrumpft der Raum fur
gesellschaftliche Visionen. Politik reagiert, statt zu entwerfen. KI wird zur Projektionsflache
fir ungeloste Probleme: Sie soll Verwaltung effizienter, Wirtschaft wettbewerbsfahiger,
Sicherheit verlasslicher machen. Doch diese Erwartungen ersetzen keine politischen
Konzepte. Sie verschieben Verantwortung. Statt uber gerechte Verteilung, soziale Teilhabe
oder demokratische Kontrolle zu sprechen, wird auf technologische Losungen verwiesen.

Ein bewusster Verzicht erscheint als Schwache

Diese Verschiebung zeigt sich besonders deutlich im Umgang mit Verzicht. In klassischen
politischen Debatten gehort es zum Kern demokratischer Auseinandersetzung, Grenzen zu
definieren. Nicht alles, was moglich ist, wird getan. Im KI-Diskurs hingegen gilt
Machbarkeit oft als Legitimation. Anwendungen werden entwickelt, weil sie technisch
realisierbar sind, nicht weil ihr gesellschaftlicher Nutzen uberzeugend belegt ware. Ein
bewusster Verzicht erscheint als Schwache, nicht als Ausdruck politischer Reife.

Dabei ware gerade jetzt eine solche Debatte notwendig. Denn Kl-Infrastrukturen schaffen
Pfadabhangigkeiten. Rechenzentren, Datenpools und algorithmische Systeme sind keine
neutralen Werkzeuge, sondern strukturieren zukunftige Entscheidungen. Sie erzeugen
Nutzungsdruck und Investitionslogiken, die sich selbst verstarken. Was heute aufgebaut
wird, pragt die Handlungsmoglichkeiten von morgen. Demokratische Kontrolle miisste
daher fruhzeitig ansetzen, bevor Systeme flachendeckend implementiert sind.
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Stattdessen wird Kontrolle haufig nachgelagert gedacht. Ethikrate, Leitlinien und
Selbstverpflichtungen sollen Risiken begrenzen, ohne die grundlegende Dynamik zu
hinterfragen. Diese Instrumente sind nicht wirkungslos, aber sie greifen zu kurz, wenn sie
den strukturellen Kontext ausblenden. Solange KI primar als geopolitisches und
okonomisches Pflichtprojekt verstanden wird, bleiben ethische Debatten randstandig. Sie
wirken wie Korrekturen an einem Prozess, dessen Richtung bereits feststeht.

Gesellschaften sollen sich ,fit machen” fiir KI - nicht umgekehrt

Der neue Goldrausch offenbart damit eine tiefere politische Krise. Er zeigt, wie sehr sich
Politik von der Fahigkeit verabschiedet hat, technologische Entwicklung aktiv zu gestalten.
Stattdessen dominiert Anpassung. Gesellschaften sollen sich ,fit machen” fur KI, nicht
umgekehrt. Bildungssysteme werden umgebaut, Arbeitsmarkte flexibilisiert, Rechtsrahmen
angepasst. Die Frage, welche Art von Gesellschaft wir im digitalen Zeitalter wollen, bleibt
unbeantwortet.

Wer diesen Zustand kritisiert, wird haufig missverstanden. Es geht nicht um eine Ablehnung
von KI oder technologischem Fortschritt. Es geht um Prioritaten. Um die Frage, ob Technik
Mittel zum Zweck bleibt oder selbst zum Zweck wird. Eine demokratische Gesellschaft
musste in der Lage sein, Technologien zu nutzen, ohne sich ihnen zu unterwerfen. Sie
musste definieren, wo KI sinnvoll ist und wo nicht.

Der historische Goldrausch endete fur viele mit zerstorten Landschaften und sozialen
Verwerfungen. Dem digitalen Goldrausch droht Ahnliches, nur weniger sichtbar. Seine
Spuren sind nicht Flisse und Minen, sondern Entscheidungsstrukturen, Abhangigkeiten und
Machtverschiebungen. Wer heute Milliarden investiert, ohne klare gesellschaftliche
Leitplanken zu setzen, schafft Fakten, die sich spater kaum korrigieren lassen.

Der KI-Goldrausch ist kein Naturereignis

Der eigentliche Wendepunkt liegt daher nicht in der technischen Entwicklung selbst,
sondern in der politischen Deutung. Solange KI als unvermeidliche Notwendigkeit
dargestellt wird, entzieht sie sich demokratischer Gestaltung. Erst wenn sie wieder als
gestaltbares Instrument begriffen wird, offnet sich der Raum fir Alternativen. Das erfordert
Mut zur Entschleunigung, zur offentlichen Debatte und zum bewussten Nein.

Angst war selten ein guter Ratgeber. Auch diesmal droht sie, Entscheidungen zu treiben,
deren Konsequenzen erst sichtbar werden, wenn Korrekturen kaum noch moglich sind. Der
neue Goldrausch ist kein Naturereignis. Er ist das Ergebnis politischer Entscheidungen und
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damit prinzipiell veranderbar. Die Frage ist nicht, ob wir KI nutzen, sondern wie, wofur und
unter wessen Kontrolle. Solange diese Fragen nicht im Zentrum stehen, bleibt der
technologische Fortschritt ein Risiko fiir demokratische Selbstbestimmung.

Quellen:

Europaische Position im globalen KI-Wettlauf

Europa liegt hinter den USA und China, sowohl was Investitionen als auch KI-Modelle
betrifft - trotz eigener KI-Verordnungen und Initiativen:

L~Europa will im Bereich der KI weltweit fiihrend sein, liegt aber noch hinter den Vereinigten
Staaten und China.”

Strategische Rivalitat zwischen USA und China
Die Konkurrenz zwischen den USA und China um technologische Vorherrschaft ist ein
zentrales geopolitisches Paradigma der internationalen Beziehungen

US-China-KI-Wettbewerb als neue geopolitische Front
Die USA und China stehen im Wettlauf um wirtschaftliche, militarische und strategische
Vorteile durch KI, ein zentraler Aspekt globaler Machtpolitik

Globale KI-Rivalitat und technologische Macht
Technologie wie KI ist zum Kern geopolitischer Machtkampfe geworden, inklusive
Datenkontrolle, Infrastruktur und Handelsbarrieren

EU-Initiativen fur Kl-Infrastruktur und ,digitale Souveranitat”
Die EU investiert in KI-Infrastrukturen und digitale Kompetenzen, um technologisch

souveran zu bleiben

KI-Governance in verschiedenen Regionen
Vergleichsstudie zu Risikomanagement- und Governance-Modellen fur KI in EU, USA, UK

und China - wichtig fur Debatten uber Kontrolle versus Innovation

Rahmeniubereinkommen des Europarats zu KI und Menschenrechten
Ein multilateraler Ansatz, KI im Einklang mit Menschenrechten, Demokratie und

Rechtsstaatlichkeit zu regeln

China-US-KI-Rennen wird in Medien berichtet
China investiert massiv in Kl-Infrastruktur und jagt den USA nach - ein Hinweis auf die
Hochspannung im globalen Wettbewerb
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https://de.euronews.com/my-europe/2026/01/28/ki-europa-usa-china
https://www.swp-berlin.org/en/publication/strategische-rivalitaet-zwischen-usa-und-china
https://www.brookings.edu/articles/how-will-ai-influence-us-china-relations-in-the-next-5-years/
https://www.weforum.org/stories/2025/07/ai-geopolitics-data-centres-technological-rivalry/
https://www.plattform-lernende-systeme.de/ergebnisse/standpunkte/ki-in-europa.html
https://arxiv.org/abs/2503.05773
https://de.wikipedia.org/wiki/Rahmen%25C3%25BCbereinkommen_%25C3%25BCber_k%25C3%25BCnstliche_Intelligenz
https://www.theguardian.com/world/2026/jan/28/china-lags-behind-us-at-ai-frontier-but-could-quickly-catch-up-say-experts
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IMF-Warnung zu fehlender ethischer und regulatorischer Basis fur KI
Der Internationale Wahrungsfonds betont globale Defizite bei Regulierung und Ethik im KI-
Bereich
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https://www.reuters.com/business/imfs-georgieva-says-countries-lack-regulatory-ethical-foundation-ai-2025-10-13/

